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Abstract

With the rise of real-world human-Al interaction appli-
cations, such as Al assistants, the need for Streaming
Video Dialogue is critical. To address this need, we intro-
duce STREAMMIND, a video LLM framework that achieves
ultra-FPS streaming video processing (100 fps on a single
A100) and enables proactive, always-on responses in real
time, without explicit user intervention.

To solve the key challenge of the contradiction between
linear video streaming speed and quadratic transformer
computation cost, we propose a novel perception-cognition
interleaving paradigm named “event-gated LLM invoca-
tion”, in contrast to the existing per-time-step LLM invo-
cation. By introducing a Cognition Gate network between
the video encoder and the LLM, LLM is only invoked when
relevant events occur. To realize the event feature extrac-
tion with constant cost, we propose Event-Preserving Fea-
ture Extractor (EPFE) based on state-space method, gener-
ating a single perception token for spatiotemporal features.
These techniques enable the video LLM with full-FPS per-
ception and real-time cognition response.

Experiments on Ego4D and SoccerNet streaming tasks,
as well as standard offline benchmarks, demonstrate state-
of-the-art performance in both model capability and real-
time efficiency, paving the way for ultra-high-FPS applica-
tions, such as Game Al and interactive media. The code and
data is available at hitps://aka.ms/StreamMind.

1. Introduction

The advancement of large foundation models is driving
an increasing number of real-world human-Al interaction
applications, such as Al home companions [3, 41] and
human-robot collaboration [54, 63]. These applications
heavily rely on streaming video understanding capabili-

*This work was done during Xin Ding’s internship at Microsoft Re-
search.
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Figure 1. The paradigm of existing per-step LLM invocation (left)
versus our event-gated LLM invocation (right) for streaming video
dialogue task. Our paradigm boosts frame rate up-to 100 fps on
A100. (R;: response, f;: frame, t: time)

ties [14, 26, 44, 61, 71], specifically streaming video di-
alogue [8, 59]. Streaming video dialogue (StreamingVD)
aims to continuously perceive incoming video streams and,
based on user queries, provide proactive, real-time, and
always-on responses without human intervention. For ex-
ample, an Al companion could respond to user queries like
“Guide me to fix this bicycle” or “Let’s watch and discuss
the soccer game together”.

Streaming video dialogue can be viewed as a general-
ization of standard offline video dialogue tasks [30, 32, 39,
40, 48, 65, 66], extending video LLMs to broader real-
world scenarios. The fundamental challenge of Stream-
ingVD compared to its offline counterpart lies in the re-
quirement for timing alignment between events and re-
sponses. That is, as the video progresses, the model is re-
quired to (1) proactively decide when to respond and (2)
respond in real time before the next event occurs accord-
ing to user queries, as illustrated in Fig. 2. However, with
current techniques, these two requirements are contradic-
tory and cannot be achieved simultaneously.

The seminal VideoLLM-Online [8] and VideoLLM-
MoD [59] introduce a per-step LLM invocation paradigm
for StreamingVD, shown in Fig. 1. At each time step,
it inputs all past frames and the user query to the LLM,
to decide when to respond or remain silent. However,
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the O(n?)! computational complexity and limited con-
text window are mismatched with the O(n) frame stream-
ing, making real-time response difficult to achieve. More
works [14, 44, 61, 71] focus on enhancing the efficiency
of offline video dialogue aiming to meet real-time require-
ments. However, similar to offline approaches, they depend
on user queries to trigger responses rather than the model to
do so proactively.

To empower StreamingVD, this paper proposes a new
perception-cognition interleaving paradigm, named event-
gated LLM invocation, shown in Fig. 1. It is inspired
by the event perception mechanism of human brains [68],
which states that events are key components of human’s per-
ception, attention, and memory”. We therefore propose an
event-based selective cognition process. Rather than invok-
ing the LLM at every time step, we introduce a Cognition
Gate between the video encoder and LLM. The video en-
coder continuously perceives visual signals of each frame,
and only when query-related events occur, the gate will
open to invoke the LLM. Analogous to how a text prompt
triggers an LLM, streaming visual signals lack a clear stop-
ping point, unlike a finite text sequence. The cognition gate
bridges this gap by acting as a mechanism to identify “phys-
ical world prompts” for the LLM.

This new paradigm raises two major technical concerns,
to achieve both high capability and efficiency. Firstly, ex-
isting video encoders in VideoLLMs (e.g., STC in VideoL-
LaMA) only capture local spatio-temporal features. This
results in a linear increase in the number of feature tokens
for streaming frames and subsequently a quadratic compu-
tation for the processing, failing to meet real-time require-
ments. Secondly, the Cognition Gate must decide to in-
voke the LLM or not, based on visual features and the user
query. However, only considering efficiency and simply at-
tending visual and query tokens (e.g., Cross Attention in Q-
former [28]) limits the gate capability to tasks like feature-
matching [56, 57] and retrieval [1, 16, 74], struggle to make
decisions with deeper semantic understanding.

By addressing the challenges, we realize STREAM-
MIND, a novel framework for streamingVD, with the pro-
cessing speed matching frame rate for the first time. It in-
tegrates two techniques. For the video encoder, inspired
by the exceptional ability of the state-assisted module [22]
in modeling continuous physical signals with constant cost,
we propose the Event-Preserving Feature Extractor (EPFE)
based on the state-assisted module. It generates a single
perception token of event features to the gate, resulting in a
constant perception cost. For the Cognition Gate, to lever-
age the world knowledge of LLM while meeting the real-

Invoking a quadratic-complexity LLM n times results in cubic com-
plexity.

2A formal definition of an event [68]: “A segment of time at a given
location that is conceived by an observer to have a beginning and an end.”

time requirement, we propose a Shallow Layer Transfer
method. The Gate is designed to reuse the shallow layers
of the LLM and its autoregressive training to maximize the
probabilities of “< response/silence > tokens during
training.

To evaluate the performance of the STREAMMIND
framework, we adopt evaluation metrics from VideoLLM-
Online and a wide range of text generation evaluation met-
rics. Additionally, we design two novel metrics to com-
prehensively assess the model’s temporal responsiveness.
Experiments on real-time Ego4D [21] and SoccerNet [20]
demonstrate superior performance across all metrics. Fur-
thermore, our model achieves state-of-the-art results on
multiple offline benchmarks, including short- and long-term
activity recognition and forecasting on the COIN [52] and
Ego4D LTA [24] datasets. Notably, our framework breaks
the ultra-FPS streaming video processing bottleneck, en-
abling streamingVD at up to 100 fps on a single A100 GPU,
laying a robust foundation for real-world human-Al interac-
tion applications.

2. Method

2.1. Task Discussion and Definition

Problem formulation of StreamingVD Given a video
stream V' := [v1,vg, ..., vr] consisting of T frames and
a set of queries Q := {q1, ¢2, ..., gn }. Traditional video di-
alogue, shown in Fig. 2, provides a response triggered by a
user query. For a query ¢; given at time step ¢, it responds
based on past frames up to time ¢,(1 < t; < T), regardless
of an online or offline scenario. On the other hand, Stream-
ingVD proactively generates responses to a query given at
ts at any appropriate time steps until the query termination
at to(ts < t. < T). Ateach time step t;(ts < t; < t.),
StreaminVD needs to decide whether to generate a response
according to the past frames and query, and then generate
the response, formulated as follows.

max P([Res’] | [Ctx<Fi], [F']) ey

where [Res®] € {[Txt% ], [EOS' ]} means generate a
response at a time step t;, or remain silence, i.e., [EOS].
[Ctx<*i] denotes the contextual tokens accumulated from
past frames and queries before ¢;. [F'i] represents the vi-
sual features extracted from the video frame at ¢;.

Challenges of StreamingVD tasks Firstly, increasing
number of frames versus real-time requirement. Differ-
ent from the offline tasks[17, 19, 30, 62, 67], streaming
tasks[8, 14, 26, 44, 61, 71] require time alignment between
event and response. Besides only accuracy constraint of of-
fline task, streaming video tasks need to consider both accu-
racy and timeliness constraints. Offline tasks can trade re-
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Figure 2. Comparison between streaming dialogue (bottom) and traditional dialogue tasks (top). Streaming dialogue proactively generates
responses at appropriate time based on user queries and perception, whereas traditional dialogue requires human triggering for each

response.

sources and latency for better quality, while streaming task
cannot.

Secondly, proactive response versus real-time require-
ment. Traditional video dialogue [13, 14, 44, 60, 61, 64] are
reactive, responding only at the time of user query. How-
ever, real-world dialogue is often without human trigger-
ing. The user may lack the specific knowledge to formulate
questions. Similarly, embodied Al should anticipate user
needs rather than merely reacting to commands. However,
proactive response means at every frame the model needs to
judge, inceasing the model cost by O(n) times.

Existing works Conventional offline Video LLMs [10,
32, 33, 35, 72, 73] typically employ a visual encoder [18,
45, 69] and a projection module [28, 39] to process uni-
formly sampled frames. The output is concatenated with
the tokenized question to form a sequence, which is then
passed to an LLM decoder to predict a response. However,
this approach is impractical for streaming tasks due to the
high computational cost associated with processing a large
number of frames (7'). Therefore, works such as [14, 61]
have implemented a sliding-window attention mechanism
and a KV-cache system to reduce computational overhead,
or incorporated a parallel sampling strategy to enhance pro-
cessing speed and reduce latency. However, these methods
do not proactively trigger response when needed. In con-
trast, Videollm-Online [8] and MOD [59] utilize the LLM
decoder to process every frame of streaming videos, result-
ing in a cubic computation cost. STREAMMIND, on the
other hand, has the potential to process streaming videos
at 100 fps, which is crucial for enabling interactive video
analysis applications.

2.2. The Overview of STREAMMIND

For a streaming video sequence [v!* <!/ <t¢] STREAMMIND
models the following process as shown in Fig. 3:

1. Perception Phase: With continuous streaming video,
each incoming frame v is processed through the CLIP [45]
encoder to extract spatial features. The features are then in-
put to our proposed EPFE. EPFE updates its hidden state to
correlate the frame’s features across temporal dimensions
and reduce redundant spatial information.This process gen-
erates a new perception token [FY ] and saves this token

per
in the Perception Memory Mlt)gr. The perception phase can
be formulated as follows:

[FY ] = EPFE(CLIP(v"), 0" 1)

per 2
where H'~! denotes the hidden state from the previous time.
2. Cognition Gate Judgment: We introduce Cognition
Gate G between perception and cognition. The input are
user query [Prompt] and the generated perception token
[nger] at each time step t;. The Cognition Gate learns to
determine whether to trigger the cognition phase at ¢;:

Frerl)) 3

where [Res'i] € {< /response >,< /silence >} de-
termines whether to trigger a response or remain silent.

3. Cognition Phase Upon receiving the trigger signal
from the Cognition Gate, STREAMMIND samples percep-
tion tokens from the Perception Memory ./\/lf,gr to the Cog-
nition Pooling as the input to LLM to generate response.

max P([Res' ] | G([Prompt], [

2.3. Perception Phase

Motivation: To match the constant frame rate of stream-
ing videos, ideally the perception phase should be con-
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Figure 3. STREAMMIND workflow. For each video frame, the perception stage goes through Clip for spatial features and the proposed
EPFE for spatiotemporal features, to generate a single perception token saved in perception memory. The Cognition Gate determines
whether to invoke LLM only based on the current perception token. If yes (a query-related event occurs), the tokens in perception memory
are sampled to cognition pooling as the input for LLM for cognition response. The gate decouples perception and cognition to enable

full-FPS perception and event-based cognition.

stant computation cost for processing each frame. How-
ever, current video encoders generally extract local (dozens
of frames) spatiotemporal features with constant cost, and
input all the generated perception tokens to a transformer
model to extract the long-term temporal relationships. The
computational cost is O(n?), obviously the lagger behind
the streaming rate.

To solve the issue, we propose Event-Preserving Feature
Extractor (EPFE) to replace the projection module used in
existing video LLMs (e.g., cross-attention and Q-Former).
EPFE is based on the SOTA state-space model, i.e., Selec-
tive State Space model [22]. As shown in Fig. 3 (blue box)
and Eq. 4, for each frame, EPFE dynamically correlates the
spatial features and the past internal states to generate a sin-
gle perception token [F;;T] as well as update its state. This
enables a matched speed of streaming video and perception
processing, for full FPS StreamingVD.

h;y; = Ah; +Bx;, y;=Ch 4

where A, B, and C are learnable state-space matrices for
state, input, and output, respectively. Xt is the input frame
of the current time step. hy is the internal hidden state. yy
is the output, i.e., perception token.

Benefit from the strong temporal modeling capability of
Selective SSM, our EPFE with only 56 M parameters can
learn long-term event-level spatiotemporal features with
constant cost. As Appendix Fig.1 illustrates, perception
tokens generated by EPFE can distinguish different events
and noise frames, while maintaining a state of the event.
Even after unrelated noise frames, the perception tokens are
capable of refocusing on the event.

2.4. Cognition Gate

Motivation: Cognition Gate needs to determine whether to
invoke LLM in real-time, based on the current perception

token and user query. For example, during the soccer match,
some user query may only care LLM response for scoring
moments, while others may need detailed tactical analysis.

However, we find it highly challenging. For real-time
consideration, we first employ a simple Transformer block
with cross-attention to associate the user query with the
visual encoder’s output for trigger decisions. However, it
struggles to make accurate judgments at the right time step,
as shown in Tab.6. We identify two key reasons for this:
1) The Cognition Gate only has access to information up
to the current step, lacking a global temporal perspective
for decision-making. 2) User queries may not directly cor-
respond to specific video frames in a retrieval-like manner
(e.g., guide me to repair a bicycle or cooking).

Therefore, the Cognition Gate requires the world knowl-
edge of LLMs. However, due to the size of LLMs, even
processing a single perception token as input incurs a high
computational cost. Notably, the Gate only needs to gener-
ate a response/silence token for a single iteration.

To achieve it, We propose the Shallow Layer Transfer
method, which initializes the Gate using the early layers
of the LLM and then fine-tunes it in a supervised autore-
gressive manner with the StreamVD dataset. As shown in
Sec. 5.2, we conducted extensive experiments to analyze its
impact. The results indicate that the first few layers exhibit
slight variations in behavior, allowing for scalability based
on requirements. In this work, we use four layers.

2.5. The Training Strategy of STREAMMIND

Model Architecture As illustrated in Figure 3, the
STREAMMIND video LLM integrates CLIP [45], EPFE,
Cognition Gate, and the LLM. CLIP is the pre-trained spa-
tial feature extractor. EPFE then takes the spatial features
as input as well as its internal state to extract spatiotempo-
ral features and generate a perception token. Cognition Gate



then evaluates the current perception token and user query
to determine whether to invoke LLLM. To achieve this, it is
needed to train EPFE, Cognition Gate, and also align the
representation space of EPFE and LLM, as shown in Fig. 4.

Algorithm 1: Streaming Video Dataset Construc-
tion
Require: Offline video dataset C' = {c¢;, t;}7 4 (¢;:
caption at time ¢;).
Ensure: Dataset D with captions meeting StreamVD

requirements and Cognition Gate labels.

Step 1: Preprocessing

D « [], cap + c1, time + t5

fori =2tondo

if ¢; # cap then
Append (cap, time) to D
cap < ¢, time < t;
end if

: end for

Append (cap, time) to D

Step 2: Silence-Response Labeling

: for each frame f between d; and d;;1 do

Label f with </response> if captioned, else

</silence>

: end for

return D
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Data Preparation Streaming datasets are constructed by
processing existing offline datasets. StreamingVD tasks re-
quire the model to response as early as possible when rel-
evant events occur while avoid redundant responses. To
achieve this, we eliminate repetitive captions from the of-
fline datasets and transform them into streaming datasets

using the following methods, detailed in Algorithm 1.

* Preprocessing: Adjacent identical captions are merged,
with the timestamp of the first occurrence being recorded
as the annotation point for the caption.

* Silence-Response Labeling: To train the Cognition Gate,
we insert < /silence > tokens into video frames between
two adjacent captions. These tokens act as indicators to
guide the Cognition Gate in generating the < /silence >.
The initial frame corresponding to captioned events is la-
beled with the < /response > token.

Training Strategy We adopt a two-stage training strat-
egy, as shown in Fig. 4. In contrast to previous typical two-
stage training approaches [29, 40, 70], our method uses a
dedicated stage for Cognition Gate. In the first stage, the
LLM and EPFE are jointly trained using video frames and
captions from the streaming dataset, ensuring spatiotem-
poral feature alignment with the LLM. The second stage

trains only the Cognition Gate, which is initialized from
the shallow layers of the LLM. This training also follows
the LLM autoregressive manner to generate < /silence >
or < /response > tokens, determining whether to invoke
the LLM. Since the response label is much sparser than si-
lence (e.g. 310:1), we introduce a balancing weight into
the standard Cross Entropy loss during training to balance
the labels. Refer to Sec. 3.1 and Appendix Sec. 1 for more
training details.
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Figure 4. The two-stage training process of STREAMMIND. In
the first stage, the EPFE spatiotemporal extractor and the LLM are
jointly trained to align their representations. In the second stage,
the Cognition module is trained to generate response/silence to-
kens. Both stages follow a supervised autoregressive training ap-
proach for language modeling.

3. Experiment

3.1. Experimental Settings

Baseline and Datasets Since existing works focusing
on streamingVD [8, 26, 59], except for VideoLLM-
Online [8], do not provide open-source data or training
methods, to demonstrate our outstanding performance, we
re-implemented all previous works (VideoLLM-Online [8]
and VideoLLM-MOD [59]) in the StreamingVD domain as
baselines, using consistent settings across all experiments.
For dataset selection, since the Ego4D dataset [21] is in-
herently collected in a streaming manner, containing var-
ious queries, real-time responses, and narrations, and has
been used as an main evaluation dataset in works [8, 31, 59],
we selected it as one of our evaluation datasets. Further-
more, to further demonstrate the effectiveness of our ap-
proach on long videos, we also conducted experiments on
the SoccerNet-Caption dataset [20]. This dataset includes
471 complete soccer match videos with a total duration of
715 hours, where each video is approximately 45 minutes
long and provides commentary at appropriate timestamps.

Implementation Details: Model training was conducted
on videos sampled at 2 fps, using 8 NVIDIA A100 GPUs.
Each stage of the training process was conducted for one
epoch. To optimize the learning rate, we applied the
CosineAnnealingLR scheduler, with learning rates set to
2e — 5 and 2e — 6 respectively. Additionally, specific tech-
niques were applied to the design of the Cognition Gate and



Table 1. Online Experiments Results.

Timing Alignment 1 Language Modeling Capability 1 .
DataSet Method - - Training Cost
TriggerAcc TimVal | BLUE-1 BLUE-4 METEOR ROUGE-L
VideoLLM-Online 32.34% 29.66% 66.01 35.25 31.12 63.06 24h
Ego4d | VideoLLM-MoD 32.36% 29.65% 65.34 35.21 30.65 63.02 14h
Ours 43.34% 39.73% 67.12 39.26 31.60 65.71 (1148)h
VideoLLM-Online 31.25% 28.34% 75.36 64.23 50.92 81.57 12h
Soccer | VideoLLM-MoD 31.24% 28.12% 74.96 64.18 50.24 81.59 7h
Ours 52.18% 47.36% 82.78 66.70 51.43 82.04 (5+3)h
Table 2. Online Experiments Results. LION-FS was released on 3.2. Evaluate Metrics

arXiv just two days before our submission, but its code was not
released. Therefore, we could only obtain the Ego4D results based
on its paper.

DataSet Method TimeDiff | Fluency + PPL | Correctiness 1
VideoLLM-Online 2.04 45.0%  2.43 48.1%
Egodd VideoLLM-MOD 2.04 452% 241 48.9%
LION-FS 2.15 46.1%  2.09 52.4%
Ours 1.89 60.2%  2.02 77.3%
VideoLLM-Online 15.62 46.35% 1.79 53.5%
Soccer | VideoLLM-MOD 15.68 45.34% 1.80 53.3%
Ours 14.02 70.35% 1.59 89.2%

Table 3. Results on COIN benchmarks(left to right): step recog-
nition, task recognition, next forecasting, procedure forecasting,
procedure forecasting with a goal.

Method Notuse | COIN Benchmark Top-1 Accuracy 1
HT 100M | Step Task Next Proc Proc.+
ClipBERT v 30.8 654 - - -
TimeSformer X 46.5 853 340 17.0 40.1
Paprika X 51.0 858 432 - -
DistantSup X 541 90.0 394 - -
VideoTF X 565 91.0 424 402 464
ProcedureVRL X 569 90.8 4638 - -
VideoTaskGraph X 572 905 402 - -
VideoLLM-online-7B-v1 v 59.8 921 481 479 529
VideoLLM-online -8B-v1+ v 63.1 927 49.1 498 54.1
VideoLLM-MOD v 634 928 497 498 533
Ours v 637 932 499 498 542

Table 4. Results on Ego4DLTA benchmark, evaluated on public
server. ED @Z=20 denotes editing distance for future 20 actions.

Method Notuse | End-to Ego4D LTA ED@Z=20

Ego VLP | -End? | Verb | Noun] Action ]
CLIP v v 0.739  0.769 0.941
EgoT2 v v 0.722  0.764 0.935
I-CVAE v v 0.753  0.749 0.931
HierVL v v 0.724  0.735 0.928
VideoLLM X v 0.721 0.725 0.921
VideoLLM-online-7B-v1 v v 0.697  0.698 0.897
VideoLLM-online-8B-v1+ v v 0.689  0.671 0.884
VideoLLM-MOD v v 0.689  0.676 0.884
Ours v v 0.689  0.655 0.881

methods to address the imbalance in the Silence-Response
ratio, which are detailed in Section 5.

To evaluate the effectiveness of STREAMMIND, we focus
on assessing its Timing Alignment Capability and Lan-
guage Modeling Capability. Existing evaluation metrics
include LM-PPL (Language Modeling Perplexity) and LM-
Correctness, which evaluate language modeling accuracy
at specific timestamps. Additionally, the Time Difference
(TimeDiff) metric is used to measure the temporal align-
ment of responses in an streaming video LLM, while the
Fluency metric aims to provide a holistic evaluation of both
linguistic quality and temporal consistency.

However, these metrics have several limitations:

* LM-PPL and LM-Correctness focus solely on the exact
alignment between model outputs and reference narra-
tions, ignoring aspects such as synonym substitutions,
sentence fluency, and the ability to capture critical infor-
mation.

» TimeDiff, as a metric for timing alignment Capability,
evaluates temporal alignment only within a single dia-
logue turn. It does not assess the Cognition Gate’s overall
decision-making across the entire video stream.

To address these limitations, we introduce the following
metrics:

» Trigger Accuracy (TriggerAcc): To evaluate whether the
streaming video LLM responds at the correct time steps
during entire streaming video.

* Timing Validity (TimVal): To comprehensively eval-
uate whether the streaming video LLM consistently
makes the correct decisions throughout the streaming
video—speaking when necessary and remaining silent
when appropriate.

* BLUE [42], METEOR [2], ROUGE-L [34]: Widely used
evaluation metrics in the field of text generation [6, 9, 38]
and image narration [7, 43, 47], which fully consider fac-
tors such as synonym matching, stemming, word order,
and key semantic expressions. These metrics enable a
comprehensive assessment of dialogues in the Stream-
ingVD process.



3.3. Comprehensive Evaluation on Streaming and
Offline Video

Online Experiments: We compared our model with all
existing streaming dialogue models [8, 31, 59] in Tab 1 and
Tab 2. Under comparable training costs, experiments on
real-time Ego4D and SoccerNet demonstrate superior per-
formance across all metrics. Additionally, STREAMMIND
can process video streams at a 10x higher FPS. This im-
provement is attributed to the event-level modeling capabil-
ity of EPFE and the strong timing alignment capability of
the cognition gate in the perception stage, which together
provide the LLM in the cognition phase with a concise yet
comprehensive representation.

Offline Experiments: We also leveraged the COIN [52]
and Ego4D LTA [24] benchmark to demonstrate STREAM-
MIND effectiveness in traditional offline video scenarios,
covering six common benchmarks: step recognition, step
forecasting, task summarization, procedure forecasting, and
procedure forecasting with a goal. As shown in Tab 3 and
Tab 4, our approach achieves state-of-the-art performance
across all tasks.

3.4. Real-time Inference Efficiency

Standard frame rates for films are typically 24 FPS, which
is considered the minimum requirement for smooth motion
perception. In contrast, games often operate at much higher
frame rates, ranging from 30 FPS to over 100 FPS, to en-
sure a immersive experience. To validate the real-time per-
formance of STREAMMIND, we conducted inference effi-
ciency evaluations on NVIDIA A100 and H100 GPUs.

Specifically, we compared  VideoLLM-Online,
VideoLLM-MOD, and STREAMMIND by measuring
their actual processing time for 1-second video across
input frame rates from 5 to 100 FPS. As shown in Figure
6, a processing time under 1 second indicates real-time
performance without disrupting playback.

The results reveal that VideoLLM-Online and
VideoLLM-MOD  struggle to process video streams
beyond 10 FPS, leading to potential latency issues in real-
world applications. In contrast, our method achieves true
real-time performance, efficiently handling both standard
film/TV frame rates and high-refresh gaming scenarios up
to 100 FPS, ensuring real-time responses.

4. Perception Phase Visualization Experiment

To visualize the perception phase, we conducted the fol-
lowing experiment: As streaming video inputs continued,
we preserved all perception tokens generated by the Cog-
nition Gate between two consecutive cognition phases. We
then computed the cosine similarity between these tokens
to analyze their consistency over time.

The results indicate that perception tokens generated by
EPFE can effectively distinguish between relevant and ir-
relevant events while maintaining a strong memory of the
primary event. Even after encountering unrelated events,
the perception tokens are capable of refocusing on the main
event. Furthermore, throughout the entire event, percep-
tion tokens exhibit robust memory retention, maintaining a
high similarity with earlier stages of the event even in later
phases, as shown in figure.5.(a).

We repeated this experiment on STC, as shown in fig-
ure 5.(b), but its perception tokens failed to maintain long-
term feature similarity, capturing only local spatiotemporal
features. This further highlights the superiority of EPFE
in preserving event-level semantics over extended video se-
quences.

5. Ablation

5.1. Impact of Silence-Response Sample Imbalance

As described in the data preparation process, during the
Silence-Response Labeling stage, the dataset inherently ex-
hibits a severe imbalance in the Silence-Response ratio. For
example, in a 1-minute video at 30 FPS, if only 5 frames re-
quire a response, the silence-response ratio becomes 360:1.
Such an extreme imbalance can significantly impact the
training process.

To mitigate this issue, we introduce a balancing weight
W into the standard Cross Entropy (CE) loss during train-
ing, where W, and 1 — W represent the weights for silence
and response, respectively. We conducted extensive abla-
tion studies on Silence-Response sample balancing based
on the weight W,. The results indicate that, compared to
the standard cross-entropy loss, W significantly improves
the final performance. However, an unfortunate observation
is that the optimal W varies considerably, even differing
by orders of magnitude. To address this, we analyzed the
ratio P of < /silence > to < /response > tokens in
the Ego4D and SoccerNet datasets, which are 310 : 1 and
71 : 1, respectively. Based on these observations, we de-
rive an empirical formula for the optimal balancing weight
WP

WP ~ 10P (5)

5.2. The Ablation of Cognition Gate

The Cognition Gate plays a crucial role throughout the
perception-cognition interleaving process. We conducted
detailed ablation experiments to analyze its impact.

The Architecture of Cognition Gate The structure of
the gate directly determines its capabilities. To this end,
we constructed multiple classification networks using MLP
projectors, Cross-Attention, and Transformers. [53] Addi-
tionally, we built a set of autoregressive networks using an
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Figure 5. A cosine similarity heatmap of frames across two consecutive events.
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Figure 6. Comparison of running time for processing 1 second
of streaming video frames using different methods on A100 (Top)
and H100 (Bottom).

LLM block. The results are shown in Tab.6. It is evident
that the LLM-like structure achieved better performance.
For a detailed analysis, please refer to Section 2.4.

Initialization Strategies We investigate three initializa-
tion strategies for the Cognition Gate to enhance its effec-
tiveness: (i) Random Initialization: All layers are initialized
from a standard random distribution without utilizing prior
knowledge from the LLM. (ii) SkipBlock Initialization: The

Table 5. Perceptive Judgement Capability

Datasets Method TimeDiff | TriggerAcc 1 TimVal 1
Standard CE 2.05 31.37% 30.91%
0.10 1.92 41.34% 37.60%
EgodD 0.12 1.88 42.16% 38.63%
0.15 1.89 43.34% 39.73%
0.17 1.95 40.23% 39.44%
0.20 1.97 35.35% 34.60%
Standard CE 15.89 31.34% 29.61%
0.01 14.33 50.35% 41.32%
Soccer 0.02 14.35 51.62% 44.8%
0.03 14.02 52.18% 47.36%
0.04 14.03 44.69% 42.37%
0.05 14.12 41.22% 39.82%

Table 6. Ablation Study on the architecture of cognition gate

Architecture | TimeDiff | TriggerAcct TimVal ¢
Linear Layer 5.06 20.13% 17.65%
MLP projector + Linear 4.34 21.75% 18.33%
Transformers + Linear 3.78 21.58% 18.97%
Cross-Attention + Linear 3.64 24.34% 20.36%
Single LLM block 222 35.35% 32.11%

Cognition Gate is initialized by uniformly selecting layers
from the LLM, with the number of skipped layers deter-
mined by the ratio of the Cognition Gate’s depth to the total
number of LLM layers. (iii) EarlyBlock Initialization: The
first few layers of the LLM are directly used to initialize the
Cognition Gate, leveraging the LLM’s early-stage process-
ing capabilities.

Number of Blocks The Cognition Gate consists of mul-
tiple layers, and its depth plays a crucial role in balancing
computational efficiency and perceptual accuracy.

The results in Tab.7 and Tab.8 show that fine-tuning the



Table 7. Ablation Study on the Strategy of Initialization

Strategy of Initialization | TimeDiff | TriggerAcc T TimVal 1

Random 2.10 39.65% 37.35%
SkipBlock 1.89 40.23% 37.67%
EarlyBlock 1.89 43.34% 39.73%

Table 8. Ablation Study on the Strategy of Initialization

#Num of Block | TimeDiff |  TriggerAcc T  TimVal 1
2 1.92 41.53% 37.65%
3 1.90 42.35% 38.34%
4 1.89 43.34% 39.73%
5 1.88 42.67% 38.56%
6 1.89 42.56% 38.34%

shallow layers of the LLM yields the best performance. We
attribute this to the fact that gate operates within a lim-
ited decision space (binary: Yes/No), making deeper lay-
ers—primarily responsible for nuanced language genera-
tion—unnecessary. Thus, we propose the Shallow Layer
Transfer method to construct the Cognition Gate, as detailed
in Section 2.4.

5.3. The performance of Event-preserving Feature
extractor

To evaluate the role of EPFE in the perception phase, we
compare it with commonly used extractors in VideoLLMs,
including: 1) The Q-Former [28]. 2) The Spatial-Temporal
Convolution Connector (STC Connector) [12], which has
demonstrated outstanding performance in videollm and has
been widely adopted [29, 58, 70]. Notably, STC employs
3D convolution for spatial-temporal aggregation. To pre-
serve local visual patterns during spatial compression, it
follows work [5] by incorporating a RegStage block [46]
before and after the 3D convolution, which has been shown
to enhance spatial understanding. Experimental results in-
dicate that EPFE achieves superior performance.

Table 9. Perceptive Judgement Capability

Method | TimeDiff |  TriggerAcct  TimVal T
Q-former 378 26.65 % 2531%
STC 3.56 27,54% 26.87%
EPFE 1.89 43.34% 39.73%
6. Related Work

6.1. Offline VideoLLMs.

In recent years, there has been a surge of interest in lever-
aging Large Language Models (LLMs) for video under-
standing, leading to the development of offline videoLLMs.
The biggest challenge for it is managing memory require-
ments [4, 11, 15, 23, 49, 50] and compressing redundant
frame features [12, 25, 27, 51, 75]. LaVilLa [37] addresses

this challenge by transforming LLMs into narrators that
generate detailed descriptions of long videos from visual
inputs. Other models, such as ChatVideo [55] and MM-
VID [36], convert videos into text to improve comprehen-
sion. MovieChat [49], on the other hand, combines all
frame features using a simple averaging strategy. However,
in the context of online streaming, there has been limited
exploration into how VideoLLMs can meet the demands of
temporal alignment and real-time processing for streaming
video inputs.

6.2. Online VideoLLMs.

Recent studies have introduced VideoLLMs specifically de-
signed for online stream understanding, while most exist-
ing works [14, 44, 61, 71, 76] focus on improving offline
video efficiency to meet real-time requirements. However,
they fail to proactively decide when to respond based on
user requirements. For example, ReKV [14] implemented a
sliding-window attention mechanism and a KV-cache sys-
tem to reduce computational overhead. To address this,
VideoLLM-Online [8] introduces per-step LLM invocation
for online video dialogue, as shown in Fig.1. However, its
performance is constrained by limited per-frame processing
capability due to the absence of effective frame compres-
sion strategies. VideoLLM-MOD [59] mitigates this issue
by incorporating a mixture-of-depth approach for efficient
visual token computation, enabling higher visual input res-
olutions. Building on MOD, LION-FS [3 1] proposes Token
Aggregation Router and Token Dropping Router as the Fast
Path, adaptively aggregating distinct features while discard-
ing redundant ones. However, they remain limited to pro-
cessing videos at only 10 FPS.

Overall, prior work remains restricted by the contradic-
tion between sequential full-frame processing and the ex-
tremely high efficiency requirements of streaming video,
lacking breakthrough paradigm designs explicitly suited for
streaming frame inputs. To address these challenges, our
approach introduces a novel perception-cognition interleav-
ing paradigm and proposes the STREAMMIND framework,
enabling VideoLLM to achieve proactive responses and
real-time streaming video understanding, with a maximum
throughput of up to 100 FPS.

7. Visualization of demo

we show an illustrative snippet of StreamingVD on a live
football match. The query at the beginning is: Hey, Robot,
can you watch the football game with me and provide com-
mentary?”,as show in figure 7.

8. Conclusion

In this paper, we introduce a novel perception-cognition in-
terleaving paradigm called “event-gated LLM invocation”
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Figure 7. An illustrative snippet of StreamingVD on a live football match. The query at the beginning is: ”Hey, Robot, can you watch the
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and propose the STREAMMIND framework, addressing the
contradiction between sequential full-frame processing and
the extremely high efficiency requirements of streaming
video. As a result, STREAMMIND can process video at up
to 100 FPS, achieving the SOTA performance across all ex-
isting metrics and benchmarks.
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